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Abstract

Security has become a major issue in many organisations, but most systems still rely on operating systems, and a user ID and password system to provide user authentication and validation. They also tend to be centralized in their approach which makes them open to an attack. This paper presents a distributed approach to network security using agents, and presents a novel application of the Bayesian forecasting technique to predict user actions. The Bayesian method has been used in the past on weather forecasting and has been expanded so that it can be used to provide enhanced network security by trying to predict user actions. For this a system can determine if a user is acting unpredictably or has changed their normal working pattern. Results are also given which show that the new model can predict user actions, and a set of experiments are proposed for further exploitation of the method.

1. Introduction

Computer security is a major concern for organizations. Whilst security violations can be caused by external users (hackers), Carter and Catz [1] have shown that the primary threat comes from individuals inside an organisation. Hence much more emphasis has to be placed on internal security mechanisms.

External network attacks can be categorised [4] into IP spoofing attacks [5], Packet-sniffing [6], sequence number prediction attacks and trust-access attacks. Categories of internal attack include Passwords attacks [7], session hijacking attacks, shared library attacks, social engineering attacks, and technological vulnerability attack.

Computer network security programs can be categorised as follows [3]:

- **Security enhancement software.** This enhances or replaces an operating system’s built-in security software (for example, Mangle It, Passwd+ and Shadow).
- **Authentication and encryption software.** This encrypts and decrypts computer files (for example, Kerberos, MD5, RIPEM, and TIS Firewall Toolkit).
- **Security monitoring software monitor.** This monitors different operations of a computer network and outputs the results to system administrators (for example, Abacus Sentry, COPS, Tripwire and Tiger).
- **Network monitoring software.** This monitors user’s behaviour or monitors incoming or outgoing traffic (for example, Argus, Arpwatch and ISS).
- **Firewall software and hardware.** This runs on the Internet/intranet entrance to a computer network, and checks all incoming network traffic for its contents at the network and transport layers of the OSI model. At the network layer, typically the Internet Protocol (IP) addresses are filtered for their source and/or destination, and at the transport layer, the TCP ports and monitored (thus FTP and TELNET traffic could be blocked for incoming data traffic, but SMTP (electronic mail) could be allowed).

These methods are generally centralized applications with no real time response and have no mechanism to foresee future user events. These methods also have a central focal point for security (typically a main server), which could itself become the focus of an attack (such as a denial-of-service attack, where the server is bombarded with hoax requests, which eventually reduces its quality of service to its clients).

The method involved in this research is distributed, and does not depend on a central point of failure. It also gathers user behavioural information and it makes a prediction on what the user might do in the future. This paper presents a distributed approach to network security using agents, and presents a novel application of the Bayesian forecasting technique to predict user actions. The Bayesian method has, in the past, been used for weather forecasting and has been expanded so that it can be used to provide enhanced network security by trying to predict user actions. For this a system can determine if a user is acting unpredictably or has changed their normal working pattern. Results are also given which show that the new model can predict user actions, and a set of experiments are proposed for further exploitation of the method.

In choosing a computer network security solutions, the dominant issues are: cost, the desired level of security: and the characteristics of the existing operating system envi-
The user agent software has four components:

- **A sensor.** The sensor monitors the various software applications (such as a word processor or a spreadsheet) that are currently being run by the user on that workstation. When a user logs-in the sensor polls the user’s activity every five seconds and records the user’s identifier and each application’s name and process identifier.
- **A transmitter.** After the first polling by the sensor, the transmitter sends this information to the core agent. The core agent then responds by sending a user
historical profile. With an audit-log file for a period of one month, we observed that the size of an average user profile was between 400 KB and 600 KB, with a download time of between three and five seconds.

- **A profile reader.** The profile-reader reads the user’s historical profile.

- **A comparator.** This compares the user’s historical profile with the information read by the sensor. If the current behaviour profile does not fall within the accepted behaviour pattern defined by the user historical profile, the comparator provides the transmitter with the following information: user identifier, invalid behaviour type and corresponding invalid behaviour type data. This is then sent to the core agent.

When invalid behaviour occurs, several courses of action are available, such as:

1. Warning message to the system administrator or end user.
2. Kill the specific application that has caused invalid behaviour.
3. Prevent the end user from running any further applications.

Cases 2 and 3 can be achieved locally at the client workstation, and in Case 1, the user agent informs the core agent on the user profile was between 400 KB and 600 KB, with a download time of between three and five seconds.

Figure 2 shows the complete model for the forecasting system, where a core agent reads the user profile, which is then received by the user agent. The user agent then predicts the usage against the forecast. Eventually when the user logs off the user profile is updated and sent back to the core agent.

In the traditional method of forecasting, a user event would be averaged over long time intervals (in Figure 3).

![Figure 2: Agent forecasting model](image)

5 Prediction Model

When our intrusion detection system is installed, the prediction part monitors the user behaviour for 15 times. After that, it evaluates itself for five times. After this it is ready to make an accurate prediction. Our model has three stages of operation. The stages are:

1. **Observation stage.** In this stage the model is monitoring the user and records its behaviour.
2. **Evaluation stage.** In this stage the model makes a prediction and also monitors the user actual movements and calculates the result. This stage is critical, because the model modifies itself according to the environment that it operates in.
3. **One-step prediction.** In this stage the model makes a single step prediction. For example, assume that the user is logged in for 15 times and the model is configured, and it is ready to start predicting user moves. Instead of making a five or ten step prediction, like other mathematical models, our model makes a prediction for the next step. When the user logs in and out of our model, it takes the actual behaviour of the user, compares it with the one step prediction that it has performed before and calculates the error. So the next time a prediction is made for this user it will include also the data of the last user behaviour. With this procedure we maximise the accuracy of the prediction system.

The proposed forecasting method improves this by requiring much less memory storage. Figure 4 shows a generic model for the predicting using parameters for a given window size (n), time units and prediction number (z).
The general multivariate model (DLM) is given by the next equations:

\[ Y_t = F_t \theta_t + v_t, \quad v_t \sim N(0, \Sigma) \]  \hspace{1cm} (1)

\[ \theta_t = G_t \theta_{t-1} + \omega_t, \quad \omega_t \sim N(0, W_t) \]  \hspace{1cm} (2)

We use multivariate models because we want to incorporate and forecast several variables simultaneously. Again note that the fact that the parameters \( \theta_t \) change both deterministically (through \( t \)) and stochastically (through the variance \( W_t \)), and thus make the model dynamic. Also standard ARIMA (Auto-Regressive Integrated Moving Average) models are a special and restrictive case of the above model, when you set \( F_t = F, \ G_t = G \) and \( W_t = W \) (all these three components are constant over time). This is restrictive since all these components are likely to change over time because e.g. (1) changes over time and there are other external sources of variation (such as extra subjective information about a variable). Moreover, equation (2) is not observable. This means that we never are going to see any evolution or trend in a diagram or a graph. This is a hidden model that cannot assume \( W_t \) to be constant over time. There is another large problem that we cannot ignore in multivariate models. The variance matrix \( \Sigma \) will not be known. Often, in standard time series, it is assumed known and they easily jump to another problem. However, in practice, this is extremely difficult to set it as a known matrix. It is very difficult to propose what variance to use to a system where 20 applications are considered and only 20 or 30 vectors are collected as data.

So for all these reasons we need to consider the dynamic models. Also, the system could provide forecasting as much ahead as we like, proving very accurate according to the results. For this purpose we used a Bayesian framework, which virtually means that at time \( t \) we will have a hidden model that cannot assume any evolution or trend in a diagram or a graph. This means that we never are going to see any evolution or trend in a diagram or a graph. This is not observable. This means that we never are going to
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So for all these reasons we need to consider the dynamic models. Also, the system could provide forecasting as much ahead as we like, proving very accurate according to the results. For this purpose we used a Bayesian framework, which virtually means that at time \( t \) we will have some kind of knowledge, that is a subjective belief, expressed in terms of a distribution. This is the prior distribution of \( (\theta_t | D_{t-1}) \) at time \( t \). In other words, it is what we know before \( Y_t \) becomes available. Once this happens, we revise this prior belief, using the likelihood function, to find the posterior distribution \( (\theta_t | D_t) \) or revised, which is better and more accurate. Then according to simple calculations, we find the prior of time \( t-1 \) and we calculate the posterior at \( t+1 \), only when information of the data \( Y_{t+1} \) comes in to the system (e.g. in our case is the real behaviour of the user). The model used becomes:

- **Autoregressive moving average model.** The general model introduced by Box and Jenkins (1976) includes autoregressive as well as moving average parameters, and explicitly includes differencing in the formulation of the model. Specifically, the three types of parameters in the model are: the autoregressive parameters \( (p) \), the number of differencing passes \( (d) \), and moving average parameters \( (q) \). In the notation introduced by Box and Jenkins, models are summarized as ARIMA \( (p, d, q) \); so, for example, a model described as \((0, 1, 2)\) means that it contains 0 (zero) autoregressive \( (p) \) parameters and 2 moving average \( (q) \) parameters which were computed for the series after it was differenced once.

- **Identification.** As mentioned earlier, the input series for ARIMA needs to be stationary, that is, it should have a constant mean, variance, and autocorrelation through time. Therefore, usually the series first needs to be differenced until it is stationary (this also often requires log transforming the data to stabilize the variance). The number of times the series needs to be differenced to achieve stationarity is reflected in the \( d \) parameter (see the previous paragraph). In order to determine the necessary level of differencing, one should examine the plot of the data and autocorrelogram. Significant changes in level (strong upward or downward changes) usually require first-order non-seasonal (\( \text{lag}=1 \)) differencing; strong changes of slope usually require second order non-seasonal differencing. Seasonal patterns require respective seasonal differencing (see below). If the estimated autocorrelation coefficients decline slowly at longer lags, first-order differencing is usually needed. However, one should keep in mind that some time series may require little or no differencing, and that over differenced series produce less stable coefficient estimates.

At this stage we also need to decide how many autoregressive \( (p) \) and moving average \( (q) \) parameters are necessary to yield an effective, but still efficient, model of the process (that is with the fewest parameters and greatest number of degrees of freedom among
all models that fit the data). In practice, the values of the $p$ or $q$ parameters are rarely greater than two (see below for more specific recommendations).

- **Estimation and Forecasting.** At the next step (estimation), the parameters are estimated (using function minimization procedures), so that the sum of squared residuals is minimised. The estimates of the parameters are used in the last stage (forecasting) to calculate new values of the series (beyond those included in the input data set) and confidence intervals for those predicted values. The estimation process is performed on transformed (differenced) data; before the forecasts are generated, the series needs to be integrated so that the forecasts are expressed in values compatible with the input data. This automatic integration feature is represented by the letter $I$ in the name of the ARIMA methodology.

In addition to the standard autoregressive and moving average parameters, ARIMA models may also include a constant, as described above. The interpretation of a statistically significant constant depends on the model that is fit. Specifically:

- if there are no autoregressive parameters in the model, then the expected value of the constant is $\mu$, the mean of the series;
- if there are autoregressive parameters in the series, then the constant represents the intercept.

If the series is differenced, the constant represents the mean or intercept of the differenced series; For example, if the series is differenced once, and there are no autoregressive parameters in the model, then the expected value of the constant is the mean of the differenced series, and therefore the linear trend slope of the un-differenced series.

ARIMA models are similar to our model. They use the existing data to calculate the parameters of the model. But if, for example, some external information is available. For example, we may know that it is the $x$ user and although he does not have an illegal user profile, it is very probable that at a specific point of time he will perform a huge invasion to an important application. ARIMA will try to change the parameters to adjust the model, but even in this case, it is doubtful how well the model will do in all the applications. With our DLM it is not a problem. Simply we add to the prior information we have, the external information. This is named expert intervention, and the revised posterior takes into account the new knowledge. Our system is not assumed perfect when the model is fitted, and we let information, no matter what its sort, to make us learn and improve the system.

Now our model is slightly different than the one we use for illustration purposes. We find recurrence relationships, which are more natural to overall long formulae that ARIMA works out. We note that because ARIMA is quite complicated, many practitioners end up to a simple, very simple subclass of ARIMA model, not even sometimes stating the assumptions. This produces results that sometimes do not correspond to the real application. The only difficulty with the DLMs is the specification of the initial values, such that the algorithm may be put into practice. In general this requires to be solved by the experience of the individual practitioner.

In our case, we have to specify the following: $m_0, C_0, S_0, n_0, \beta, \delta, F_i$ * $m_0$ is the mean of $(\theta_0 | D_0)$ and $C_0$ its variance. The choices made are:

- $m_0 = 0$. This is set when we expect that the prior distribution $(\theta_0 | D_0)$ (the distribution of the parameter $\theta$ at time $t$ given $D_0$- any initial information which is explicitly known) will not give any drift to $Y_t$. The fact that we expect this to happen, but we are not sure, so there is here an uncertainty, which is expressed by the variance $C_0$. It is natural and common policy to assume $C_0 = I$, the identity matrix. But care must be taken when we are very uncertain about our choice we MUST increase the diagonal elements of $C_0$. Of course, this affects all the following results somehow, but the approach is more realistic. In general we will have more data vectors than 15, or 20 (our case), hence initial values will dominate the actual estimates in a decreasing rate.
- $C_0 = I$. This is motivated by our belief that $m_0$ is not important to the following values of $Y_t$, $t=1, ... S_0$ is typically, almost always set to 1 and it has not got any special meaning. The only one we can find is that it is chosen such that according to the formula that we have to calculate $S_0, S_0$ must lead to acceptable results (symmetric matrices). The $n_0$ can be set to 0 (a case which implies $n_1 = 1$, without great loss) or $n_0 = 1$ (a case which implies $n_1 = \beta + 1$). The choice of $n_0$ is not crucial since there is theorem that states that $S_t$ converges to $\Sigma$ as $t$ goes to infinity and it does not depend on $n_0$. But it must take small values.
- $\delta$. The $\delta$ choice is discussed with details in Ameen and Harrison (1982a) where it is shown that it must be $0.85 < \delta < 1$ and quite high. Thus we have set it 0.95.
- $\beta$. The $\beta$ is a discount factor as well. In this document we state that it has to be smaller than $\beta$, as, in general, $S_t$ is not so much influenced by the data as it is $m_t$. Note that $\delta$ is in $A$, and so it influences $m_t$. 


The components are defined as:

\( m_0 \): The mean of the influence of \( \Theta_i, Y_i \) from \( D_i \), our initial info.

\( C_0 \): Dispersion of the above influence.

\( S_0 \): No meaning, and is an auxiliary quantity for \( S_i \).

\( n_0 \): No meaning, and is an auxiliary quantity for \( n_i \).

\( \beta \): Factor of the influence of the data to the estimate \( S_i \).

\( \delta \): Factor of the influence of the data to the estimate \( m_i \).

\( F_i \): A basic quantity that expresses the linearity of the model and gives different trends to the several values of \( Y_i \), both for time series analysis (what has happened in the past) and forecasting (what will happen in the future).

Finally, we make clear that when we say factor in the above explanation we do not mean any percentage or whatever. Factor means discount factor, which means that the estimates of \( m_i \) and \( S_i \) are discounted somehow and in different rate, since both are influenced by data.

We increase the accuracy of the model and can make more accurate predictions (Figure 5).

In our model we can observe this by looking at Figure and Figure . In these we can observe that our model prediction is very close to the actual users behaviour for the application number one at the specific time \( t=19 \). We achieved this accuracy by applying the intervention technique. We can also observe that the ARIMA model did not make any prediction for this particular user behaviour.

Results and experiments

The first set of experiments are made in order to test our security environment to the extent that it works and to get some results from our proposed statistical model and compare it with other statistical models.

![Figure 5: Forecasting calculation with intervention](image)

**Figure 5:** Forecasting calculation with intervention

**Intervention**

Intervention is a mechanism for improving the prediction accuracy. It is used when there is additional information about the future behaviour of the system, and can be added to the model prior the prediction. For example if there is some users that are keen on using illegal software or there are new users that there is not enough information about their behaviour, by applying the intervention mechanism, we increase the accuracy of the model and can make more accurate predictions (Figure 5).

Our environment is vastly improved with the use of the prediction mechanism. Our system is not using the real time data that its agents gather only for real time detection. Our addition of the prediction model in our environment, increases its functionality and its usability to the maximum.

Figure 8 shows one user that logged on to the system 20 times and had one hour sessions each time. We monitored all their moves and all the applications that he used. In our prediction model we had only three applications to predict. The intervals are from 0 to 1 and they denote an hour. So, for example, 0.3 means that the user used this program for 0.3 of the hour (18 minutes), in this specific hour of the system usage.

We used our prediction mechanism for the last five observations. As we can observe from the results, if we compare the graphs in Figure 6, which are the real observations for the three applications, and the graphs in Figure 7, we can see that the two figures are almost identical. We cannot say the same if we compare the real readings from the results of the ARIMA model. We can see that they are
less precise with the actual readings and they fail to predict the action of the user in application 1 at the time interval nineteen, in comparison with our model that predicted it with a very close figure.

Future Work

The experiments that are conducted up to now were setup to verify that the environment works and to show that our statistical proposed model gives better results than the models that are widely used up to now. In the next stage, we are planning to expand the number our experiments, and also the number of the applications that we use, and the number of users involved. We also planning to fully exercise our model by instructing users to have some extreme behaviour for short periods and normal behaviour for long periods so we want to see if the model detects and predicts extreme user behaviour (Figure 8).

Evaluation

Our proposed model is a multivariate linear model that is a simple and fast adoptive model. It requires far less preparation than other models like, for example, the neural net weights that you have to decide before you build your neural net model. Our proposed environment reacted as expected to all the tests that were applied. The monitoring of the user behaviour was successful and the overhead on the system resources was minimum.

There was a 1 to 2% increase on the CPU usage, when the user agent was monitoring the user moves, and the prediction task only took two seconds to complete with the three applications and for a fully operational system with 20-25 applications, we estimate that it will take no more than five seconds.

Our proposed environment is collecting information about the user every five seconds. The prediction procedure is taking place at the end of each hour of a user’s use of the system. If the user log off before one hour completes, the calculation of the prediction task takes place whenever the user will finish log on to the system again and completes one hour.

Another difference of our model is that the statistical models that are in use now, work inside acceptable parameters, only because they make too many assumptions about the initial parameters, a factor that we believe makes them give results that do not represent actual situations.

Future Work

The experiments that are conducted up to now were setup to verify that the environment works and to show that our statistical proposed model gives better results than the models that are widely used up to now. In the next stage, we are planning to expand the number our experiments, and also the number of the applications that we use, and the number of users involved. We also planning to fully exercise our model by instructing users to have some extreme behaviour for short periods and normal behaviour for long periods so we want to see if the model detects and predicts extreme user behaviour (Figure 8).

8 References


[21] *The Great Lakes Forecasting System*, The Ohio State University (OSU) and the National Oceanic and Atmospheric Administration (NOAA) Great Lakes Environmental Research Laboratory (GLERL), http://superior.eng.ohio-state.edu/main/noframes/about.html


